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Abstract. Squared-residual autocorrelations have been found useful in detecting non-
linear types of statistical dependence in the residuals of fitted autoregressive-moving
average (ARMA) models (Granger and Andersen, 1978; Miller, 1979). In this note it is
shown that the normalized squared-residual autocorrelations are asymptotically unit
multivariate normal. The results of a simulation experiment confirming the small-sample
validity of the proposed tests is reported.
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1. INTRODUCTION AND SUMMARY

The ARMA (p, q) model for n observations z;,..., z, of a stationary mean u
time series can be written
d)(B)(Zz_/vL).:G(B)an (11)
where
¢(B)=1_¢IB_. : '—¢pBP,
6(B)=1-6,B—---—6,B",

where u is the series mean and B is the backshift operator on t. The polynomials
¢(B) and 6(B) are assumed to have all roots outside the unit circle and to have
no factors in common. The standard large-sample estimation theory (Whittle,
1961; Hannan, 1970) requires that the a,’s be independent and identically
distributed with finite variance.

A very useful procedure for checking the adequacy of a fitted ARMA model
is based on testing the estimated innovations or residuals, d,, for whiteness. Box
and Pierce (1970) obtained the distribution of the residual autocorrelations
function

n n
A _ A A A2
fo(k)= % dd,_ / ¥ a; (1.2)
k+1 1
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and suggested the portmanteau statistic

M

Q.=n ¥ 7a (i) (1.3)

for testing the whiteness of the residuals. Under the assumption of model
adequacy, Q, is approximately x*(M — p—q) provided M and n are large enough
(McLeod, 1978). Davies, Triggs and Newbold (1977) and Ljung and Box (1978)
demonstrated that the modified statistic

Q% =n(n+2) Z a(D)/(n—1i) (1.4)

provides a closer small-sample approximation to y*(M —p—gq).

Granger and Andersen (1978) suggested that the autocorrelation function of
the square of a time series could be useful in identifying non-linear bilinear time
series. Granger and Andersen (1978, p. 86) found some series modelled in Box
and Jenkins (1976) in which the squared residuals appear to be autocorrelated
even though the residuals do not. In this situation, Granger and Andersen
suggested that improved forecasts could be obtained by fitting a simple bilinear
model to the residuals of the fitted ARMA model. Nonlinear time series modelling
methods of Yakowitz (1979a, b) and Tong and Lim (1980) may also prove useful
in this situation. Miller (1979) also reported, when modelling a mean daily
riverflow series, that the residuals of a fitted ARMA did not appear to be
autocorrelated although the squared residuals seemed significantly autocorre-
lated. When precipitation covariates were included in this model, Miller found
that this difficulty was apparently eliminated. The present authors have also
noticed numerous other hydrological and economic time series in which the
squared residuals of the best fitting ARMA are significantly autocorrelated even
though the usual residual autocorrelatlons do not suggest any model inadequacy.

The autocorrelation function of d; is estimated by

fualk)= 3 (@262 ‘2)/2( —3%?, (1.5)

t=k+1

where
é*=Y a?/n.
In the next section, it is shown that for fixed M,
VR Fog = (Faal1), -, Faa (M) (1.6)

is asymptotically normal as n - co with mean zero and unit covariance matrix. A
significance test is provided by the portmanteau statistic

M
=n(n+2) ¥ 7. ()/(n—1i) (1.7)
i=1
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which is asymptotically x*(M) if the a, are independent. In the final section,
simulation experiments which suggest the small-sample applicability of these
results are reported.

2. DISTRIBUTION OF SQUARED-RESIDUAL AUTOCORRELATIONS

Suppose that n observations, zi, ..., z,, of a time series are generated by an
ARMA (p, g) model in which the innovations a, are independent and identically
distributed and for which (a?) exists, where (-} denotes mathematical expectation.

I;et B=(d1,....0,,01,...,0,u, o?) denote the true parameter values and let
B denote the least squares or Gaussian maximum likelihood estimates. Let d,,
t=1,...,n denote the residuals corresponding to arbitrary parameter values

(b1se-os&pr1y...,0,,4) and let =Y daZ/n.
The squared-residual autocorrelations for lag k can be written

Faa(K) = Caa(K)/ Caa(0) (2.1)

where

Cu(k)= T (@203 (d2r—6)/n, k=0 (2.2)

t=k+1

Let &,,(k) and c,,(k) be defined similarly.
The following lemma may be established by straightforward calculation
(Li, 1981).

LeMMmA
3¢,a(k)/0B; = O,(1/vn) (2.3)

THEOREM. For fixed M, Jn Foq is asymptotically N(0, 1) as n-> 0, where 1,4
is the M by M identity matrix.

Proor. Expanding ¢, (k) in a Taylor series about B= ﬁ,
Caalk) = Caa(K) Y (Bi=B1) 0¢aa(k)/ 0B+ 0,(1/n). (2.4)
Since ¢, (k)/3B; = @p(l/«/;) and éi—ﬁ,- = @’p(l/\/;), it follows that
Caa(k) = Caa(k)+ 0, (1/n). (2.5)
From Theorem 14 of Hannan (1970, p. 228) \/;(caa(l), et s Caa(M)/ ¥,4(0) is
asymptotically N(0,1,,), where v,.(0)={((a?—o%)?.
Expanding 7., (k) about €4,(0) = y4,(0) and ¢ua(k) = Cau(k),

Faa (k) = Caa(k)/ ¥aa(0) + 0,1/ n). (2.6)

The theorem now follows (using result 2¢.4.12 of Rao 1973).
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REMARK. The asymptotic variance of 7,(k) differs dramatically from that of
r.(k)=Y a,a,.,/Y a? due to the effect of estimating B (Box and Pierce, 1970;
Diirbin, 1970; McLeod, 1978). However, it should be noted that this phenomenon
does not occur with squared residuals.

3. SMALL-SAMPLE SIMULATION
The small-sample applicability of the results is examined for the AR (1) models:
z,= ¢z ta, (3.1)

where t=1,...,n; n=50, 100, 200; ¢ =0, +.3, £.6, +.9 and the a,’s are
independent N(0, 1) random variables. The random number generator Super-
duper (Marsaglia, 1976), was used in conjunction with the transformation of Box
and Muller (1958) to generate the a,’s. Each of the 21 models was simulated
10 000 times using an exact simulation technique (McLeod and Hipel, 1978).
The parameter ¢ was estimated by the sample lag-one autocorrelation. The
empirical variances of 7,,(1) and Q¥, with M =20 are shown in table 1. Note
that the variance of Q%¥, is too large while that of 7,,(1) is too smail. The
approximation is much better for n =200 than n = 50.

TABLE 1
EMPIRICAL BEHAVIOUR OF F,(1) AND QF,

Number of -
Rejections at Empirical

Nominal 5% Level Mean Empirical Variance

n ¢ Faa(1) o, o, Faa(1) Q.
50 -9 258 447 17.91 0.0164 49.00
50 -6 298 458 18.03 0.0167 50.75
50 -3 293 474 17.90 0.0167 50.71
50 0 255 520 17.98 0.0162 54.09
50 3 278 448 17.83 0.0164 50.10
50 .6 305 490 17.97 0.0166 52.86
50 .9 290 456 17.84 0.0166 51.69
100 -9 365 521 18.70 0.0087 49.82
100 -6 352 509 18.64 0.0091 49.16
100 -3 387 535 18.74 0.0092 49.01
100 0 372 492 18.65 0.0088 47.90
100 3 373 492 18.65 0.0090 47.62
100 .6 349 473 18.57 0.0088 48.19
100 9 375 516 18.55 0.0091 48.17
200 -9 412 536 19.19 0.0046 46.06
200 -6 399 497 19.03 0.0046 46.17
200 -.3 401 551 19.23 0.0046 47.49
200 0 423 502 19.23 0.0048 45.01
200 3 450 535 19.26 0.0048 46.49
200 .6 428 494 19.18 0.0048 45.63
200 9 418 492 19.18 0.0048 45.74
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The empirical levels of tests using 7,,(1) and Q}, at the nominal 5% level
was also examined. Table I shows the number of times |7,,(1)|>1.96/ Jn and

*.>31.41 (M =20). The 95% confidence interval for the number of rejections
is 500+ 43 (Conover, 1971, p. 111). The test using Q¥, is slightly less than the
lower limit 4 times whereas the test using 7,,(1) is always conservative although
the approximation clearly improves with larger n.

The above experiments were repeated using the exact innovations to calculate
r..(1) and Q, instead of the residuals. As expected, no significant difference in
the pattern of behaviour already described in Table I was found.
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