Two sample normal problem.

The parameters are jy, sty and o2 (recall there is a common variance assumption. Thus the parameter
space is
0= {9 = (MX7/1/Y702) DX, MY ER702 > O}
The hypotheses to be tested are
Hy:px —py=8and Ha : px — py # 90
where ¢ is a fixed (or given) number. The set of parameters satisfying the null hypothesis is
wo=1{0=(u+6p0?) :puecR, a*>>0}.
The set wy is a set of dimension 2. The set combining both the null and alternative 8 is 2 = ©.

The data is X; ~ N(ux,0?),i=1,...,n and Y; ~ N(uy,o?), j = 1,...,m, where the X; are iid,
the Y; are iid, and the X’s and Y’s are independent. The likelihood function is given by
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We will also explicitly write (1) as

(o) =

g(MX7MY70-2)

when this notation is more clear.

The likelihood ratio statistic is
maxge,, £(0)

A= (2)

maXpeco 8(9)

For 6 € wp the likelihood (1) is £(u + 4, 1, 02), so that we must maximize this as a function of

two variables p and 2. It is more convenient to work with log(¢(u + 8, i1, 02)) to use calculus for this
maximization. The student should work with this and obtain that the maximum of
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where the subscript 0 represents the fact that the maximization is over wg. Let 0o = (fio + 6, fi, 63).
Therefore

0(6o) = max ((0)

Hewo

There is a fair amount of simplification in the exponential part of the above, yielding
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For the denominator of (2) the maximization is over Q. The likelihood (1) is £(ux, y,02), so that
we must maximize this as a function of three variables ux, py and o.

The student should work with this and obtain that the maximum of
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Let 6 = (fix, fty,0?). Notice that 6 is not the same as 6. This is to be expected since the two

maximizations are not the same.

Again there is a fair amount of simplification in the exponential part of the above, yielding

Thus the likelihood ratio becomes
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Next we simplify the last two terms. Using the definition of iy we obtain
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Therefore
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Notice that
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for appropriate constant ¢;. The student should find ¢; in terms of c.

The rejection region is then of the form
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The student should find the relation between ¢; and the constant c.

In equation (4) the statistic of interest is

Under the null hypothesis we can obtain the sampling distribution of (5).
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and that these two normal and x2 random variables are independent. The student should consider why
these are independent and why we have a X%n +m—2) distribution. The easiest way to do this is to return

to one of our problems and handouts in Stat 3657. Recall our use of orthonormal matrices in the study



of the sample mean and sample variance in the case of iid normal samples. A similar method will apply
here; what will be the appropriate choice of an orthonormal matrix? We could also obtain these results
as a direct application of the results in Chapter 6 or Chapter 3, and some additional results dealing with

two functions, each using different independent r.v.s. Specifically
Xﬂ? Ym? Sg(,na S?’,m

are independent. Therefore
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are independent. Using the method of moment generating functions we can then find their marginal
distributions, and then use the properties of Chapter 6 to determine the distribution of the student’s t

ratio in (5).

Recalling that a ¢ random variable is the ratio of an independent normal and the square root of a
x? divided by its degree of freedom. Thus it will follow that under the null hypothesis that (5) has a
t(ntm—2) distribution, that is a ¢ distribution with n +m — 2 degrees of freedom.

Consider the test of size « given by (4). It is given by
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and co is given by
P(T>cz):%

where T' ~ t(n+m72)-



Confidence Interval for ux — py

How do we obtain the confidence interval for px — py. Following our framework this 100(1-a)%

confidence interval is the random set of possible values ¢ for which the null
Hy:px —py =96

is not rejected in favour of the alternative
Ha:px —py #90

Specifically this is the random set
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A more compact notation for the 100(1-a))% confidence interval is
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One Sided Alternative

The student should work through the so called one sided alternative
Hy: (px —py) =08 =8 versus Hy : 6 > 0y
Recall in our notation § = px — py.

Find the GLR A(X). You should note how this compares with the GLR in the two sided alternative;

see equation (3).
Manipulate, for a positive constant ¢ < 1, the rejection region
R={x:Ax)<c}

Work at this to show this is also of the form

T —y— 9
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or equivalently )
R={x: (Z=9 %) > co}

for appropriate constants ¢; and c¢p. Also find the relations between ¢, ¢; and cs.

Notice we can now find the actual test, that is a formula involving the test statistic and constant to

give the rejection region. For given Jy and n,,, and given size «, we find ¢y by solving

po [ Y =% o)
S2(x+m)

In general this would be difficult to solve in an exact sense. However in the iid normal case here for any
(u,0?) satisfying the null hypothesis, that is (i, 0?) € ©g, then
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Thus ¢z = t(,—14m—1),a> the upper « critical value or 1 — a quantile.



Test for Equality of Variances

In this problem the parameter space is
0= {(MX7MY7U§(?U}2/) P00 < px, py < O0,0'?( > 07012/ > O}

We are interested in testing

Hy : 0% = 0% versus Hy : 0% # 0%
Both the null and alternative are composite hypotheses. The null set is
00 = {(ux, py,0%,0%) 1 —00 < px,py < 00,02 > 0}
It is a set of dimension 3. The alternative set is

O4 = 65

Aside : It would be a different alternative set if we were interested in testing
Hy: 0% = 0% versus Hp : 0% < 0%

that is the variance of the Y population is larger than the variance of the X population.



