Ratio of Independent Standard Normal (Gaussian) RVs

Suppose that X and Y are independent r.v.’s each with N (0, 1) distribution. (We also that X,Y are iid N(0,1).

Consider the transformation of the r.v.’s

V=%

Since X, Y are bivariate continuous (why?) then the pdf of W is
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where ¢ is the standard normal pdf

For this integrand the exponent is

Thus
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This particular function is the pdf of the (standard) Cauchy distribution. Later we will see this distribution does
not have an expectation, that the integral does not exist as a value in the reals or a = or + infinity. There is another
way of obtaining a Cauchy r.v. besides the ratio of independent standard normals; see problem 2.5.39 in the Rice
text.



